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1.Executive Summar

A significant transformation is takiqace indata communicatiometworksthat will accelerate the ability of
network operators to deliveselfservice cloud-connected andn-demandservicesoverinterconnected
networks. The® next generatiometworkswill enable agile, assured and orchestrated network services for
the digital economy and the hyp&onnected world, with usedirected control over network resources and
cloud connectivity. Optimized for retiine, QoSenabled, secured trafficral integration of valueadded
network functionsasa-service(NFaa}j thesenew network servicesvill be deliveredover automated,
virtualized, and interconnected networks globaiyanagedoy Lifecycle Service OrchestratidrS(, Software
Defined Network¢SDN)andNetwork Function Virtualizatio(NFV)

This paper describemn industryvision for the evolution and transformation of network connectivity services

and the networks used to deliver thenThe MEF refers to thigisionl & (1 KS & ¢ Kwhé&Nd&thetr8rd ¢ 2 NJ £
Networkcombiresthe on-demand agility andibiquity of the Internet with thgperformance and security

assurances df 2 R Ibusifesgradenetworks (i.e.: Carrier Etherat 2.0 and MPLS)This newthird
generationnetwork will also enableservices betweemot only physical service endpoints used today such as
Ethernet ports (UNIs), but aldetweenvirtual service endpointibcatedon blade servesin the cloudin

orderto connect to Virtual Machines (VMs) or Virtual Network Functi®igFs)

Theindustryvisionof the Third Networkis based ometwork-asa-service(NaaSprincipleswhichmake the
network appeato the userasthe user@ own virtuahetwork with bump-in-the-wire valueaddservices This
enablesiTadministratorsto in adynamicand orrdemandway create, modify and deleteervices via

customer web portals or software applicationghis issimilar in concepto cloudbased servicesuch as
infrastructure-asa-service(laaS)where users can dynamically create, modify or delete compntt storage
resources. The industry will achieve this vision by building upon the various-centdc technological
advances that are occurring in the marketplace today such asMEBFnd open APIs. These advances can
be used to create a new global business network fabric that combines the agility of the cloud with a new layer
of intelligence that overlays the interconnected islands of connectivity networks (e.g. CE 2.0 and MPLS)
provided ly differentoperators. Additionally,next generatioOSS and BSS systeamns evolvingnto a

solution which igalled Lifecycl&ervice OrchestratioflL,SO¥pystems TheLifecycle Service Orchestratiauill

be used foiservice orderingfulfillment, performance, usage, analytics asgturity, bothwithin an operator
domainand acrossnulti-operator networks. This approachovercomes existingOSS/BS&nstraints by
definingserviceabstractiors that hidethe complexity of underlying technologiesmd network layerérom

the applications and users of the services

In summary, thevisionof the Third Network idased on networlasa-service principlg andenables agile
networksto deliverassuredconnectivity servicesrchestratedacross network domains between physiaall
virtual service endpoints

2.KeyThird NetworkBusiness Drivers
2.1 Cloud Connected

The rapid growth of cloud services has created a market need for reliathlelasticconnectivity between

cloud povider (CP) data centeos the one handand betveen these CP data centers and cloondsumer

(CC) locationen the other Initially this connectivityvasprovided over the public Internetiowever,
requirements for improved sririty, predictable and guaranteed performance, and control of data
governance and regulatory compliance are difficult or impossible to realize over the public Internet. Carrier
Ethernetservices provide &igh-quality alternative to the Internet for cloudervice interconnectioiy

enabling strict control of access and conformingl&dinedservice level specificati@{SLS).
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2.2 On-DemandServices

Technology advances in the orchestration of compute and storage resources have enabled cloud service
providers to rapidly instantiate cloud computing services that can be
consumed for short durationsWith the continued rapid growth of cloud
services as a new revenue source for communications service providers,
network connectivity services must also éxeto align with cloud
ASNIBAOSEAQ aK2NI ASNBAOS FOGAQDlIGAZ2Y (
Additionally, ondemand network connectivity services enable faster

time to revenue balanced by the duration of the service. The new €loud
centric reality pus pressure on network connectivity service ordering

and activation times which can no longer take days or weeks but need to
, be measured in minutesThe matching of the speed of innovation of
cloudcompute and storagserviceswith the agility and speedfa@nabling business grade connectivity solves
the time to market velocity of newigh valuecloud-centricmulti-domainservices.

2.3 Expectation for Quality
In many markets, consumers and businesses have choices in their

aStSOGAz2y 2F | &aSNBAOS LINRPOJARS “aﬁ 24 ljdzl £ A
become a far morelecisivefactor in the selection or rejection of a @,LCe

service provider. With the growth @toud-computing enterprise a

FLILJX AOFA2ya AYONBlFaAydte WYEAQD Go° ) Fa aNY
to data center orcloudwhether the user is connected at home, in the ‘a%e

office or on the road. Users expect their apps in the remote cloud tc pNe

perform aswell asthey do whernrunning locally on their LAN. O

Therefore, the quality of the network connectivity service must align O?Oo‘

with the needs of the applications and their users.

2.3.1 Value Perception

/\

Apps

As applications become the focus

of businesses and consumers in terms of delivayivalue, the network
becomes practically invisible until it negatively impacts the application
experience. Today, many apps are networked, especially those that run
on tablets and smartphones. Without a network connection, these apps
either operate with Inited functionality or do not operate at all.
bSGt62N)] O2yySOiA2ya INE 2FHESEOPHBREIDS A
broadband connection to the Internet purchased in bandwidth tiers. This
lower perceived value of network connectivity, when compared to
appications, can result in an inequitable distribution of revenues
between network connectivity service providers and othez-top (OTT)

/\

Network

application service providers.
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2.4 Evolution of Telecom Networks and Services
Telecommunications circuit switched networks are deterministic because the entire circuit bandwidth is

dedicated to the user or application. These networks were optimize“
for TDM voice applications that transmit and receive at a condidnt applications

rate but areinefficient for packetcentric applications that send and

receiveinformation in bursts. e

b2d Fft | LILIX AOI A 2lyda {NWijeder NBS NIAK'DII A vdzY ¢ 5a
performance. Offering a higher class of service for an application that

R2Say Qi NB I dzabNBetwork resblircesir&saltingim Higher
network operations cost and a higher service cost for the subscriber.

Usage of packdbasedapplicationshaslongdominated legacy, circuit
based applications. Sharing of network resources is the norm with
mostapplications using a
common network infrastructure.
Applications However, this shared environment introduces the possibility of
resourceconflictthat may causeervice degradation. Retime media
communications using voice over IP (VolP) and video, for exaaiple,
Devices decoupled from what was formerly an applicatispecific
infrastructure of telephones (devices) and the PSTN (network). Now,
reattime media communicatiomarel y WI LILJQ G KI G NXzya 2
tablets, smartphones and IP phones that connect over a gdner
purpose packed  a SR ySiGg2N] FyR 2FiSy (KS

TDM Networks

Internet

CE 2.0 Networks When using the Internet one may experience service impairments or
degradation, such as echo or voice distortion, on a-tiea¢ media call

due to dropped or delayed delivery of voicaleb packets. To achieve

a more deterministic experience, one uses private or virtual private
network services that provide quality assurances. However, when using such services, one must sacrifice
some flexibility in terms of activation times and purshg models. The service provider selling the network
service requires a longerm lease to commit to the required serviperformance

As we move to an even more dynamically connected cloertric

future, many devices, e.g., connected cars, smartwatches,
smartphones, tabletgphablets and sensors, will connect and s

communicate to further enhance our lives. The underlying network = Q@ .
must transform to facilitate cloud service delivenjth agility in a way ol | Comeditar wam onbemand
that conneck people and devices in reiime, ondemand, with an
assured quality of experience. s

Applications

Devices

The transformation habegun wherandustry-based open APIs will
enableLSGsystems to conmbl and operate existing networks of today,

with the SDN and NFV of theature therebyrealizing more TheThirdNetwork
programmatic control an@utomationof the underlying network Based on NaaS Principles
resources.
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3.The Industry Vision

In the telecommunications market, communications seryioaviders often sell WAN connectivity services

based on technology: wavelength, Ethernet, MPLS, IP, etc. This requires subscribers to understand a myriad
of technologies to determine which technology is best suited to meet their appliéat@guirements

Additionally, telecom network management and operations are closely tisgeaifictechnology
implementatiors with little to no technology abstraction and orchestration when compared to cloud

services. Telecom network management syst@iidS)often interact directly with the equipment using
equipmentspecific SNMP, TL1 or CLI device management interfaces instead of a common, standardized,
technologyr 6 &8 G NI OG SR !t L® ¢CKA& | LIINZLFOK NBIljdzANBa GKS &
change ithe equipment, technology or equipmespecific management interfaces change. These changes

are costly, take a long time to develop and deploy, esglire extensive lab testing. The management

problem is compounded in multperator networkshecauseof service management, e.g., service ordering,
service provisioning, etoyhichis labor intensive with limited automation. This lack of automation results in
long lead times (in the order of weeks) for service ordering and activation.

Now contrast the tedcommunications market with the cloud services market. For many years, cloud services
have provided technology abstraction using open source efad standardAPls to automate service
management and orchestration amongmpute storage and data cent¢DC) networking technologies.

With this technology abstraction, subscribers need not be aware of the underlying technBlaggxample,
theyR2y Qi ySSR G2 1y26 AF (GKS &d2N)r3IS 0SAy3 dzaSR Aa
merely indicaé the amount of storage they want to order. Furthermore, management and business
applications operate without requiring any modification, even when underlying technologies change. This
abstraction enables a level of operations agility and automation shiaports ordemand ordering and

activation of services. WAN connectivity services need to advance and align veiitliied services

models.

In order to address this transformation to an-demand, clouetentric world, theindustry envisionghat
network connectivity services must evolve to provide:

1 Augile, ondemand, selservice connectivithetweenphysical and virtual service endpoints

1 Assured performance and security, backed by antereind SLA connectivity and point services

1 Service orchesttan using standardized APIs across single or ropkiator network domains

1 Operational agility via service, resource, and technology abstractions and drowaiorchestration

Today, WAN connectivity services are typically ordered and provisioned thabheiaveen two or more
physical service endpointEor example, in Carrier Ethernet servittesse arereferredto as Useto-
Network Interfaces (UNBnd External NetworlNetwork Interfaces (ENNI}However, vith the increasingise

of cloud-computingandothercloudd 8 SR aSNIBA OSasx GKS O2yySOGAQGAGE &S
for avirtual tenant network may not terminate on a physical port (e.qg., top of Rack Switch) but instead at a

virtual switch inside @omputeplatform such as a blade s@r or inside a network element running virtual

network functions.

Ly (G2RlI&Qa SYy@ANRBYYSYyGX 6KSy | dza SNdthekloGdithe V2 O2yy S

connects to a virtual switch in the blade server wisabhsequentlyconnects to a physical LAN within the

data center. This DICAN in turrconnects to a WAN service via a physical service endpointadviiEFUNI.

With the concatenation oé virtual network to DC LAN to WAN, the service performance is hot measured and
monitored consistentlybetween the actual endpoints of the eftd-end connection. Instead, service
performance may be measured solely up to the physical service endpoint of the WAN resulting in a partial
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measurement covering only a segment of the connecti&urthermore, it ismportantto have endto-end
visibility for complete connectivity fault detection and isolation which otherwise would require extensive
manual ceordination with different network operators.

3.1 Three Attributes ofa Third Network

Theindustry visions toenableagile networks that delivelassurecconnectivity serviceerchestratedacross
multiple network operatordomains between physical or virtual service endpainifiesethree attributes are
described below.

3.1.1 Agile

Agile refers tdhed SNIDA OS LINR OA RSNAR Q | 0 A-fleindnd serfiges Idleraghdnieve A y (G NP
technologiedogetherwith the necessary transformation of the operational environme8ervice agility is

achieved via proper product, service, and resource abstras leveragingpenAPIs andervice

orchestration. SDN and NFV enable significant network agilithéarew ThirdNetwork, but require the
ASNIDAOS LINPRJARSNAEQ 2 hi%hs angilgiydrderto Sofiiéva at@eléritdiyidito-G 2 0 S
market for new service introduction. Service and network provisioning must move away froredded

paradigms to reusable building blocks that will be more dynamic and model driVieavery rapidspeedat

which ahigh-quality connectionis enalted betweenthe user andhe cloud services a criticalenablerfor a

Third NetworkOperatorto be agile

3.1.2 Assured

a4 dz2NBR NB T S efpeciatbntBatnetdoikIasBvicdvidl provide consistent performance
and security assurances to meet the needs of their applications. This needs to be applied across the
spectrum of services fromphysicalo virtual services Given the dynamic, elemand nature of Third
Network, subscribers selprovision their serviceand therelatedworkflows arecompletely automated with
little to no involvementon the part of the OperatorThe ability for subscribers to gaiisibilityinto how well
their service is working and analygibasedinsights into how well their applications are performing form the
basis of an assured service

3.1.3 Orchestrated

Orchestrated refers to dynamic and automated service management of the entire lifecycle of connectivity
services that may encompass network domains within a sidgls NJ- Gegvbikai across multiple

Operator networks. This includes service fulfillmeoontrol, performance, assurance, usage, analytics
policy, and security. Since no service provider has a network footprint localtions such automation must
include that forpeeringbetween servicgroviders for automated orderingyrovisioningand management

of access or transit connectivity servidhat reach offnet subscriber physical or virtual locatiomsjuired

for a given virtual tenant network.

Service orchestration is achieved programmatically through APIs that prab&deaction from the particular
technology used to deliver the service. Any new service orchestration modes tiegdpportco-exisence
of existing network implementationandnewer SDN and NFV implementations.
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3.2 ThePBvolution to the Third Network

All network connectivity servicegor example
Carrier Ethernet, IP VPNs, MPLS VPNs, and
Optical Transport servicedhiave two

fundamental service component$he service TheThird NEtWOl‘k

endpoints between which network connectivity "= [ o oM Physial
is provided and the service attributes that Endpoint Network as a Service Endpoir
determine the service characteristics. ' '

When a network connectivity serviig ordered

at least two interconnected service endpoints Figurel. Physical Service Endpoints

must be specifiedThe service endpoints have

traditionally been physical endpoints, e.g., an Ethernet interface, an@IUR interface, O@&8 SONET or
STM16 SDH interface, ora T1 or E1
interface.

In contrast, Third Network virtualservice

- TheThirdNetwork . endpoints can be ona devu_:e such asa
P Mo o Service smartphone, or a virtual switch running on a
Endpoint ' Networkas/ Service / - Devic:”dp"‘”‘ blade server, which in turn would connect to
a Virtual Machine (VM) or Virtual Network

Function (VNF).

Today,most WAN conndgvity services

today, the service attributes are static and
cannot be changed edemand by subscribers via customer portals or software applications. Any such
changes typically require a service modification which may take atayseks to activatesupposing thathe
network isevenfunctionally capable of supporting the change request.

Figure2. Physical and Virtual Service Endpoints

Today, subscribers have become accustomed tdemand services in the cloud and-damand Internet
network connectivity via Wi or cellular networks. Thésib<riberexpectation isespecially prevalenwvhen
usingprivate and virtual private networkusinessonnectivity services. For example, a subscriber may want
to increase or decrease the servicendwidth-on-demand add or remove a service endpoint or evapate

or terminate a service via a customer web portal just as they do with their cloud services.

TheThird Network vision, based onetwork-asa-service principleswill enable network connectivity services
to be delivered to physical or virtual sesgiendpoints with a set of dynamic service attributes. These
dynamic service attributes enable network connectivity services to better align witteorand cloud service
capabilities. For example, many r¢iahe applications measure network performande. the future, these
applications could automaticalgommunicate their requirements via &Pl orhow they wantvoice video

or data conferencing treateth terms ofbandwidth, packet loss, jitter and delay requirement®o longer

will there be a needor a tenantbeing forcedo statically provisiorClasses of Service (CoS) at a given site for
a given applicatiorinstead the Third Network wilbe inherentlyelasticso thatwhen an application
dynamically enables additional features for a given ses#henThird Network wilautomatically adapt to the

I LILX A O G haviilininge8B RIAGA O LINPOAAAZ2YAY3I Y2RSt A gKAOK
networks.For example, &nified Cormunicatiors application sessiomight beinitiated onlyfor voice
communicationand thendynamicallyevolve on demandhto a multiparty conferenceyith high definition

video and applicatiowhite-boardsharing these beingupported by the appropriate Glaes of Service
createddynamicallyin the networkresponseto triggers inreattime by the application

© The MEF Forum 2016. Any reproduction of this document, or any portion thereof, shall Page 9 of 24
contain the following statement: "Reproduced with permission of the MEF Forum." No user of
this document is authorized to modify any of the information contained herein.



An Industry Initiative for Third Generation Network and Services November 2016

Additionally,the Third Networkwill use Lifecycle Service Orchestration (LSO) APIs to provide the technology,
service and resource abstraction between the subscriber, service provider, netwer&tors and the

network infrastructure. At the top level of the hierarchy illustrated gure3, subscriber interfacewith a
selfserviceweb portal (or software application communiaagi directly) to instantiate network-as-a-service
which in turn triggers the instantiation of the supporting network connectivittherelevantnetwork

operator domains. The subscriber need only communicate the essential information required to order the
service, e.g., service endpoint locatiservice bandwidth and service SLAs in addition to billing information.
The customer ordering experience should be similar to how they order cloud services, i.e., placing an order
from a product catalog after which fixed and recurring costs are totafetithen the order is submitted.

The web portal communicates the order information to the service provider via standardized APIs. In the
example inFigure3, aservie provider (network operatot - left blue cloud)eers withanother network

operator (rightgray cloud), e.g., an access provider, to reach theneff Subscriber Site 2. This peering
arrangement is required to deliver the eitd-end networkasa-service OpenAPls communicate the more
detailed service attributes used across each network operator, e.g., user and operator service endpoints and
operator virtual connectiomttributes. Each network operator must then orchestrate an operator virtual
connection across the different network technology domains which are interconnected via internal network
network interfacesINNIS.

The Service Provider (network operator with the business relationship with the subscriber) may use an
Ethernet access netwvk to reach Subscriber Site 1. This access network interconnects via an INNI to an
MPLS core network. The core network provides an operator service endpoint which is used to peer with
another network operator (right gray cloud) to reach SubscriberXSite

LSO FRAMEWORK LSO FRAMEWORK

- o Business Business
Applications Applications
Standards- Standards-
based APIs based APIs
7 Standards- Standards-
based APIs based APIs
Service Service
Self-service Orchestration "} | Orchestration
Web Portal Function Function

Standards Standards-
based APIs based APIs

/ \ @ Packet SDN
User Controller U
e Operator v
NFV SDN
Service ." @ Service Endpoint P

Service

Endpoint MANO Controller Endpoint
<> ‘ Packet PNFs 5 Packet PNFs m ;
= wil X &
@ " sonswiteh NN uN
Subscriber Site 1 Network Operator 1 Network Operator 2 Subjscriber Site 2

End-to-End Network as a Service

Figure3. Third Network "Big Picture" View

The network operator on the right (gray cloud) may use an Ethernet access network to reach Subscriber Site
2 and aPackemetwork to connect to the peering operator servieedpoint. The Service Provider must then
orchestrate the service between the user service endpoints at each subscriber site. This functionality will be
performed by the service provider with the business relationship with the subscriber. The servickepro
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could be one of the network operatorsor #8JF NIlié ¢gK2 R2SayQid 26y 2NJ 2 LISNI
infrastructure.

Service providers can also orchestrate and bundle netvastkservice with other networlbased services,

e.g., firewall, intrusia prevention, and cloud servicel Fgure 4a customer wants to connect to a cloud
service from all of gsites and wants its service provider to not only pdathe connectivity between all its
sites(including connections to 4tk clouds servicel but also provide all the security and routiNg\T

aspects in connecting their sites to the cloud. As more and more enterpnizesto the cloud, their
management ofll the security and networkingomplexity becomesery cumbersome and operationally
expensive. Since most enterprises already have business relationships with their local service providers, it is
a natural evolution for these enterpriseswant and trust their locabroviders to provide more valdadded
services thn just bandwidth.

9
Self-service -
AW
Web Portal azral
c NFV
w ’ MANO
-
- SDN
— | Controller
SiteA
— 3
ey NFaaS (optional)
IP VPN IPS/IDS Firewall Analyhcs Carrier NAT BGP Routing
Site B G
i SRR EERBE
SDN Switch SDN Switch Cloud Provider

3\

The Third Network with Cloud Access

Site C

NFaaS: Network Function as a Service

Figure4. Third Generation Network with Cloud Acce

Ultimately,the Third Networldelivers anetwork-as-a-service whichin turn provides agile connectivity on
demand among any group of service endpoitsuch like making a telephone call where one dials a number
and the network establishes the connectiowith assuredservice quality that isrchestratedacross

different network domains.

4.Framework for arhird GeneratiorNetwork

A keyelement in theframeworkfor a Third Networks Lifecycle Service OrchestratidriSOhichis the
intelligentcoordination ofall the ¥hoving part€Yequiredto createan agile, assured and orchestrated
network. LSO provides agilitgssuranceand orchestration by undetanding thedesiredglobal connectivity
servicesandwhereeach functional area, from product definition through service orchestration, assurance,
and billingneed to befurther streamlined and automated.
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For exampleFigure5 describes an operational thread for product ordergand activation orchestration

within the LSO ecosystem for a connectivity service both within the provider domain and also addressing the
partner domain portion of the service.As can be seen frothe figure,the Service Provider (SP) has to

guery its partner Operators at the Business Application (BUS)Wdamenabling @ E2Eserviceacross

multiple network domains Pricingandresoure availability for example, are just padf a Serviceability

enquiry. Once &JF NJi y S NJ prapgSsalds dceeptEifiere are still a number of additional steps to the
fulfillment step,such ardering, provisioninghe network resourcesperformancetesting andactivation

testing. LS@nables automation of what are currently significantly theansumingprocesgs,especially

between service providers.
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Figure5. Product Ordering and Service Activation Orchestrat
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As a furtherexample, the preorderingand ordeing phases of the service lifecycle are focused on

automating the intesprovider business interactions and interfaces for the besater process, including the
product catalog, order, service location, aselvice qualification questionnairglust the basic use case of

figuring out which federated partner has the right resources for a given set of requirements is a very complex
task. Each of these phases is based on the product offer defined by theg€epierator Since the product

offer is fully defined in the product catalog, a modeiven approach is used to execute the subsequent

stages of the service lifecycle, including-preer, order, and service orchestration. By using a mddekn
approad along with abstractions representing products, services, and resources, LSO ensures an agile
approach to streamlining and automating the entire service lifecycle in a sustainable fashion.

As shown in Figuré, connectivity services in the Third Netwavkl be orchestratedacross all internal and
external network domainbelong toone or more network operatorsThese networks may be operated by
communications service providers, data center operators, enterprises, wireless network operators, virtual
network operators, or content providers. LS@ansall network domains that require coordinated eita

end management and control to deliver connectivity servicédithin each provider domain, the network
infrastructure may be implemented with traditional WAN technologies, as w&Dadand/or NFV LSO
capabilities allow the Third Network not only to dramatically decrease the time to establish and modify the
characteristics of the connectivitgervice put also to assure the overall service quality and security for these
services.

Self-service M Service Provider

I N Business Applications
Web Portal 3 + N
Qﬁlr? (0S5/BSS)

Fulfillment, Control,
Performance, Assurance,
Usage, Analytics, Security, Policy

(Operator 1) (Operator n)
LSO .

NFV SDN WAN NFV SDN WAN

Network Infrastructure Network Infrastructure
Figure6. Connectivity Services in the Third Netwc

Since most operators have invested billions ofats intoli 2 R lexéstihg networking equipment,

implementinga greenfieldSDN and NFhasedinfrastructureisnot practicad N2 Y (G KS 2 LISNJ 2 N&E Q
view. It is very commofor manyservice providers to have many brownfield deployments where both

optical andtransportdomains must coexist with an SDN and [¢RVironment Many providers are

managinghis evolutionbyinsertingSDN controllers into theaxisting WANetworks, the implication of

which isthat LSO becomes the glue between the legacy aD8I/NF\environments This allowd.SO to
communicatewith legacynetworkswithout having to support the plethora of various vengaoprietary

EMS APIs and protocols thabuld weigh onLSQmplementations In this casethe SDN controller asts an
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abstraction layer communicating northbound ttee LSCGrameworkwith a common set of APIs and

southbound to the various flavors of commigationprotocolsand APIsequiredbySI OK @Sy R2 NR& y S
elements.

Furthemore, avery common model is taggregatedata to a morecentralizedarea, such as data centers,

where trafficcan be further processed for higher layanctions such as routing, security, elcSO allows a

tenant IT administrator taequestservices, with thdulfillment being organized andrchestratedend-to-end

even whertraffic has to betransported acros§ 2 R @ Qa G NI} RAGA 2y f  (imbdlayhareJ2 NI |
centralized location for higher layerocessing This is illusated inFigure?, below.
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Figure?. Third Network & Brownfield Deployment

In the more centralized data centensthin the OLJS NJ- degvbik) @ew SDN leagpine underlay fabrics are
being builtwithin an openenvironment inwhich any of the moving parts can be interchangeth a bestof-
breed vendorindependent approach. This new model allows an open environmkate loosely coupled
integration can occur using a setagenindustrystandard APIs. Disaggregation allows a provider to use a
singleplatform to deliver aphysicalsubstratefor supporting any number of serviced he valueof this
approachis that it allowdor features such aan opensoftware-basedhyperscalecloud phatform with multi-
service capabilities supporting akind of deployment modelge.g. haS, NaaS, PaaS, Sa#S). Aitomated
load gotimizationwithin the highly scalabléeaf-spine fabrialways maintains a state of homeostasis while
new SDMNbasedanalytic applicationsenablenew automated apprachesfor supportingof root-cause
analysisQoS, traffiengineeringetc. Together, # of thisleads tolower operatimal expenses bgliminating
human interventiorfrom the daily operation ohetworksthereby allowinghesenetworksto evolve into a
selthealing, sekorganizing autonomic systegnAn additionabenefitis that thephysical network functions
(PNF3¥currently tightly coupled with monolithic OSS/BSS systems calishggregated intan gpen
ecosystensystemof functions,as elementsn smaller manageable pieces that can be composdtef
latest,lower cost,bestof-breed components.
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Figure8. Disaggregation of Switching Fab

With the physicalunderlay creating a stable foundation within the data centbe higherlayers canbe
disaggregatedhto an overlay in which any numbef VNFsan beaccessed The SDiontrollernegotiates
the underlay withthe NFV overlayo allowthe Operator to converits data centers into cloudike fabrics
where new network functions came realizecalmost instantaneouslyThis in turn,meansavailability ofon-
demanddbump-in-the-wire¢ network serviceprovisionedby customersising the LS@amework.

Figure9. Disaggregatiorof Layer3-7 Fabrit
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